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Objective: Study and compare three different approaches to handle classes’ imbalance in medical 

data: data pre-processing with over/under sampling, synthetic minority over-sampling and active 

sampling. 

Description: The classification of highly imbalanced data is a big challenge for machine learning 

techniques. To deal with this challenge, many solutions have been proposed that could be classified in 

three categories: data pre-processing with under/oversampling technique that creates a training 

sample with a new instances distribution [2], active sampling that changes the training sampling throw 

the learning process [3], and the Synthetic Minority Over-sampling Technique (SMOTE) [1] that creates 

new synthetic instances in the minority class. The efficiency of each approach depends on the context. 

For the medical diagnostics, if the input data contains categorical attributes, the SMOTE methods could 

be not suitable [4]. Otherwise, if the data imbalance ratio is high, using the under/oversampling could 

induce loss of information in the training sample. 

The purpose of this work is to compare the performance of three approaches of some given medical 

data applied with an evolutionary classification technique. This study aims to give some guidelines to 

decide the appropriate imbalance handling method according to data characteristics.  Otherwise, a 

new solution could be proposed by combining the three tested approaches. The idea of second part of 

this work is to generalise the ability to deal with the classes’ imbalance in different machine learning 

contexts by an automatic selection of the appropriate approach. 

Data and material: Four medical data sets are selected from the machine learning archive   

http://archive.ics.uci.edu/ml/datasets.php (other data sets could be proposed). All the solutions will 

be implemented in Python using some ML libraries such as DEAP for evolutionary classification and 

scikit-learn for data pre-processing, and other codes implementing SMOTE that have been made 

available by their authors on https://github.com/.   
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